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               Give Voice to the Voiceless Using                    
         Microcontroller and Digital Gloves                    Sumathi M S, Ashwin B M, Balaji V, Sharath M Kumar  
 
 Abstract—Glove-based systems represent one of the most important efforts aimed at acquiring hand movement data.Generally dumb people use sign 
language for communication but they find difficulty in communicating with others who do not understand sign language. It is based on the need of devel-
oping an electronic device that can translate sign language into speech in order to make the communication take place between the mute communities 
with the general public possible, a Wireless data gloves is used which is normal cloth driving gloves fitted with flex sensors along the length of each fin-
ger and the thumb. Mute people can use the gloves to perform hand gesture and it will be converted into speech so that normal people can understand 
their expression. This paper provides the map for developing such a digital glove. It also analyzes the characteristics of the device and discusses future 
wok. A foremost goal of this paper is to provide readers with a basis for understanding glove system technology. 
 
 Index Terms— Gesture recognition, Microcntroller, Sign language, wearable sensors,ASL(American Sign Language), Edge detection, Gray scale im-
age, HCI(Human Computer Interface), pixels,SLRS(Sign Language Recognition System) 
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1. INTRODUCTION 
 
A deaf and dumb person uses sign language for communi-
cation. Communication involves the exchange of infor-
mation, and this can only occur effectively if all participants 
use a common language. Sign language is the language 
used by deaf and mute people and It is a communication 
skill that uses gestures instead of sound to convey meaning 
simultaneously combining hand shapes, orientations and 
movement of the hands, arms or body and facial expres-
sions to express fluidly a speaker’s thoughts. Signs are used 
to communicate words and sentences to audience. A ges-
ture in a sign language is a particular movement of the 
hands with a specific shape made out of them. A sign lan-
guage usually provides sign for whole words. It can also 
provide sign for letters to perform words that don’t have 
corresponding sign in that sign language. In this device 
Flex Sensor plays the major role, Flex sensors are sensors 
that change in resistance depending on the amount of bend 
on the sensor. This digital glove aims to lower this barrier in 
communication. It is electronic device that can translate 
Sign language into speech in order to make the communica-
tion take place between the mute communities with the 
general public possible. It can also provide sign for letters 
to perform words that don’t have corresponding Sign in 
that sign language. Sensor gloves technology has been used 
in a variety of application areas, which demands accurate 
tracking and interpretation of sign language. The paper 
explains the designing requirements, factors of digital 
gloves. This paper contains the map to develop a pair of 
gesture vocalize gloves. It gives the related works, explains 
the system architecture, characteristics and operation of 
each component in the system architecture provides the 
future works, advantages and disadvantages of this device. 
 
2. SYSTEM ARCHITECTURE AND IMPLEMENTATION 
 
In this project data glove is implemented to capture the 

hand gestures of a user. The data glove isfitted with flex 
sensors along the length of each finger and the thumb. The 
flex sensors output astream of data that varies with degree 
of bend. The analog outputs from the sensors are then fed 
to thePIC (Peripheral Interface Controller) microcontroller. 
It processes the signals and perform analog to digital signal 
conversion. The resulting digital signal is encoded and 
transmitted through RF system. RF receivers receive the 
signal and fed to the gesture recognition section through 
the decoder. In this section the gesture is recognized and 
the corresponding text information is identified. Text to 
speech conversion takes place in the voice section and plays 
out through the speaker. The user need to know the signs of 
particular alphabets and he need to stay with the sign for 
two seconds. There are no limitations for signs it is hard to 
build a standard library of signs. The new sign introduced 
should be supported by the software used in the system. 
The system can also be designed such that it can translate 
words from one language to another. A pair of gloves along 
with sensors enables mute people to interact with the pub-
lic in the required language. 
 

 
       Fig 1: Block Diagram Gesture Vocalizer System 
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The performance accuracy of this device can be improved 

by increasing the number of sensors in the series. These sen-
sors are attached along the fingers and thumb. The degree of 
bending of fingers and thumb produces the output voltage 
variation which in turn on converting to analog form produces 
required voice. fingers and thumb produces the output volt-
age variation which in turn on converting to analog form pro-
duces required voice. Fig 1 illustrates the proposed system 
architecture; it manifests the system constituting components 
and the way they are connected to each other. The system is 
mainly composed of several modules including the input, 
preprocessing, feature extraction, and recognition modules. 
The first module (input) acquires signs performed by a dumb 
person communicating with the system using sign language; 
Flex sensors outputs data stream depending on the degree and 
amount of bend produced by the sign. A group of signs that 
represent words are collected as the data set for this system. 
The output data stream from the flex sensor is fed to PIC Mi-
crocontroller where it is processed and converted into digital 
form. The digital data is then encoded using suitable encoding 
method. The data is then transmitted using RF transmitter. 
The RF receiver receives the encoded data and it is decoded by 
decoder and fed to gesture recognition section. The sign is 
recognized and in the voice section the required speech output 
for the sign is produced. 
 
3. GESTURE RECOGNITION SECTION 
 
3.1. Sign Language Understanding 
      The systems developed in these projects differed in charac-
teristics such as number of classifiable signs, which could 
range from a few dozen to several thousand, types of signs, 
which could be either static or dynamic, and percentage of 
signs correctly classified. The simplest systems were limited to 
understanding of finger spelling or manual alphabets (a series 
of hand and finger static configurations that indicate letters).  
The more complex systems aimed at understanding sign lan-
guages, a series of dynamic hand and finger configurations that 
indicate words and grammatical structures  

 
Fig2. American sign language 
Here, we develop a real-time hand tracking method which is 
robust and reliable in complex background. To track the mov-
ing hand and then extract the hand shape fast and accurately, 
we need to consider the trade-off between the computation 
complexity and robustness. Sensor data are recognized and 
then recorded while a user performs various sign, correlating 
these with specific signs and mapping them to a database. The 
system stores sensor data in an array for recognition. When 
the sensor data matches the set of values associated with a 
sign system recognizes that sign and output it as text. Here the 
Microcontroller used is AT82S52  

                
 
                 Fig3: Model of Gesture Recognition 
An important aspect is that a gesture is seeing as a sequence of 
successive postures. Postures in the recognition engine are 
composed of the flexion values of the finger the orientation 
data of the hand and an additional value to indicate the rele-
vance of the orientation for the posture. These postures are 
taught to the system by simply performing them, then associ-
ating an identifier with th osture. The recognition engine is 
divided into two components: the Data acquisition and the 
gesture manager 
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. 
3.2. Data acquisition 
      The data acquisition component is responsible for pro-
cessing the received data and then transmits them to the ges-
ture manager. First, a set of filters are used to optimize the 
data. For example, the position/orientation information is very 
noisy due to dependence of lighting conditions. Thus orienta-
tion data that exceed a given limit are discarded as improbable 
and replaced with their previous values. The filter  dynamical-
ly adjusts the average filter. Note that to be recognizing as a 
posture, the user has to hold a position approximately be-
tween 300 and 600 milliseconds in order to allow the system to 
detect a posture. 
 
3.3. Gesture manager 
The gesture manager is the principal part of the recognition 
system. This library maintains a list of known postures. The 
system tries to match incoming data with existing posture. 
This is done by first looking for the best matching finger con-
stellation. Five dimensional vectors represent the bend values 
of the fingers and for each posture definition the distance to 
the current data is calculated.Then, position/orientation data is 
compared in a likewise manner. Finally, in this gesture recog-
nition system, a gesture is just a sequence of successive pos-
tures. 
       For example, let’s consider the detection of a “click” ges-
ture. This gesture is defined as a pointing posture with out-
stretched index finger and thumb and the other fingers flexed, 
then a tapping posture with half-bent index finger. In the pro-
cess for gesture recognition is different and more complex be-
cause the recognition concerns the whole upper-limbs includ-
ing the head. A multi-level process that leads from the recogni-
tion of upper-limbs signals to symbols is described. The first 
level symbols describe types of gestures/postures such as 
hand-shape or hand-orientation. An abstract body model is 
used for thederivation of signals to first level symbols. This 
model can describe the complete posture/gesture of the upper-
body. As for others systems, data received from sensors are 
loaded with noise. Different types of filters must be applied to 
remove noise and to optimize the signals. Then, a second-level 
symbols are derived from thefirst level symbols. This second 
level symbols constitute the application specific semantic 
units. The goal of this approach is the possibility and the only 
necessity to adapt the second-level symbols according to the 
required interpretation of symbols by an applications 

                      
             Fig 4: Basic Flex sensor Circuit 
 
4. FLEX SENSORS 
The Flex Sensor patented technology is based on resistive car-
bon thick elements As a variable printed resistor, the Flex Sen-
sor achieves great form-factor on a thin flexible substrate. 
When the substrate is bent, the sensor produces a resistance 
output correlated to the bend radius—the smaller the radius, 
the higher the resistance      . value. Flex sensors are normally 
attached to the glove using needle and thread. They require a 
5-volt input and output between 0 and 5 V, the resistivity vary-
ing with the sensor’s degree of bend and the voltage output 
changing accordingly. The sensors connect to the device via 
three pin connectors. The device can activate the sensors from 
sleep mode, enabling them to power down when not in use 
and greatly decreasing power consumption. The flex sensor 
pictured below changes resistance when bent. It will only 
change, the resistance increases to 30- 40 kilo ohms at 90 de-
grees The sensor measures ¼ inch wide, 4-1/2 inches long and 
0.19 inches 
 

                              
               Fig5: Bending VS Resistance  
               Fig6: Resistance VS Voltage 
 
In this two or three sensors are connected serially and the out-
put from the sensors is inputted to the analog to digital con-
verter in the controller. The outputs from the flex sensors are 
inputted into LM258/LM358 op-amps and used a non-inverted 
style setup to amplify their voltage. The greater the degree of 
bending the lower the output voltage. where R1 is the other 
input resistor to the non-inverting terminal. Using the voltage 
divider concept the output voltage is determined and it ranges 
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from 1.35v to 2.5v. Adjustable Buffer - a potentiometer can be 
added to the Circuit to adjust the sensitivity range. Variable 
Deflection Threshold Switch – an op amp is used and outputs 
either high or low depending on the voltage of the inverting 
input. In this way you can use the flex sensor as a switch with-
out going through a microcontroller. Resistance to Voltage 
Converter - use the sensor as the input of a resistance to volt-
age converter using a dual sided supply op-amp. A negative 
reference voltage will give a positive output. Should be used 
in situations when you want output at allow degree of bend-
ing. 
 
5. VOICE SECTION 
Once the sensor data is matched with the database then the 
result of that particular sign will appear as output in the text 
form. This text output is given to the voice section. The speech 
of each text is prerecorded and will only play out through 
speaker if the sign is matched. In this project AM4EC series is 
used and it is a very low cost voice and melody synthesizer. 
The audio synthesizer contains one voice channel and two 
melody channels. 
 
6. RESULT AND DISCUSSION 
In this Prototype version, the user forms a sign and holds it for 
two seconds to ensure recognition. The system is capable of 
recognizing signs more quickly than this arbitrary two se-
conds limit. Hence it is a low time consuming approach Fur-
thermore real time recognition ratio of nearly 98.99% can be 
easily achieved. 
7.1. Advantages 
1 Low cost 
2 Compact systems 
3 Flexible to users 
4 It takes less power to operate system 
 
 
7.2. Applications 
   1 Physically challenged persons 
   2 Conveying information related Operations 
   3 Robotics 
   4 Arts/entertainments 
   5 Medicine/healthcare 
   6 Computers 
 
8. CONCLUSION 
Sign language is a useful tool to ease the communication be-
tween the deaf or mute community and the normal people. Yet 
there is a communication barrier between these communities 
with normal people. This project aims to lower the communi-
cation gap between the deaf or mute community and the nor-
mal world. This project was meant to be a prototype to check 
the feasibility of recognizing sign language using sensor 
gloves. With this project the deaf or mute people can use the 

gloves to perform sign language and it will be converted in to 
speech so that normal people can easily understand. 
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